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share1 Secret s c {0 1} \Sha’es

/ share2 share3 share4

XlE{O,l} XQE{O,I} X3€{0,1} X4€{O,1} X5€{0,1}

0: not send 1: send 1: send 0: not send 1: send

shares
sharey shares

Can | reconstruct s?

General Secret Sharing [ISN'89] monotone F : {0,1}" — {0,1}
YES if F(x1,...,x7)=1;
NO INFO if F(xy,...,x,)=0.
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Our Theorem: Overcoming the Representation Size Barrier

There is a collection of 22”° monotone access functions, s.t. ;
VF in the family has a secret sharing scheme with share size 20(vn),

Main Tool: Multi-party Conditional Disclosure of Secrets (CDS)

Multi-party CDS scheme with communication complexity 20(/m),
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» Correctness: When F(xy,...,x,) =1, Charlie gets s.

» IT Privacy: When F(x,...,xn) =0, Charlie learns nothing about s.
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Multi-party CDS “Promise” secret sharing
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A1's share = my(1,s,r), etc
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2-party Conditional Disclosure of Secrets [GIkM'00]
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» Correctness: When F(x) =1, Charlie gets s.
» IT Privacy: When F(x) =0, Charlie learns nothing about s.
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2-Party CDS
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0(2"3)  [LVW'17] quadratic
20(vn)  [LVW'17] general

Q(n) [GKW'15] general




2-party CDS = Multi-party CDS

2-party CDS Multi-party CDS
' WS -
= X F X1 X2 Xn
NN
N/ C N4
F.x F,x

> O(2n/2) linear reconstruction [GKW'15]
> O(2n/3) quadratic reconstruction [LVW'17]

» 20(vn) general reconstruction [LVW'17]




2-party CDS = Multi-party CDS

2-party CDS Multi-party CDS
' WS -
= X F X1 X2 Xn
NN
N/ C N4
F.x F,x

> O(2n/2) linear reconstruction [GKW'15]
> O(2n/3) quadratic reconstruction [LVW'17] ???

» 20(vn) general reconstruction [LVW'17]




2-party CDS = Multi-party CDS

2-party CDS Multi-party CDS

§S '@QQC

ANPANW%

F,x F,x
> O(2n/2) linear reconstruction [GKW'15] — O(2n/2) linear reconstruction
> O(2n/3) quadratic reconstruction [LVW'17] — 0(2’7/3) quadratic reconstruction

» 20(vn) general reconstruction [LVW'17] — 20(vn) general reconstruction




2-party CDS = Multi-party CDS

2-party CDS Multi-party CDS

§S '@QQC

o N\

F,x F,x
> O(2n/2) linear reconstruction [GKW'15] — O(2n/2) linear reconstruction
> O(2n/3) quadratic reconstruction [LVW'17] — 0(2’7/3) quadratic reconstruction

» 20(vn) general reconstruction [LVW'17] — 20(vn) general reconstruction




2-party CDS = Multi-party CDS

2-party CDS Multi-party CDS

§S '@QQC

o N\

F,x F,x
> O(2n/2) linear reconstruction [GKW'15] — O(2n/2) linear reconstruction
> O(2n/3) quadratic reconstruction [LVW'17] — 0(2’7/3) quadratic reconstruction

» 20(vn) general reconstruction [LVW'17] — 20(vn) general reconstruction




2-party CDS = Multi-party CDS

2-party CDS Multi-party CDS

‘S ¥ alo o
\/ Nt/

Key Idea: Player Emulation [Hirt-Maurer'00]




2-party CDS = Multi-party CDS

2-party CDS Multi-party CDS
§S & -
= X F X1 X2 Xn
\\ / \\\ //
mp
'S
\e/ C N C
F.x F,x

Key Idea: Player Emulation [Hirt-Maurer'00]

» What is sent by Bob? mg(x,s,r)




2-party CDS = Multi-party CDS

2-party CDS Multi-party CDS

§S &

= b F X1 X2 Xn
\\ / \\ml m/
mg Y
)« ) /

=48 48
F,x F,x

Key Idea: Player Emulation [Hirt-Maurer'00]
» What is sent by Bob? mg(x,s,r)

» How can n players jointly compute mg... revealing nothing else?




2-party CDS = Multi-party CDS
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Key Idea: Player Emulation [Hirt-Maurer'00]
» What is sent by Bob? mg(x,s,r)
» How can n players jointly compute mg... revealing nothing else?

» PSM (Private Simultaneous Messages) [FKN'94] == Non-Interactive MPC
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What is sent by Bob? PSM protocol computing mg?
» Bob sends mg :=r+s-uy, » If mg(x,s,r) computable by
> u,: matching vector small arithmetic formula,
Uy, Vy € Z{ for each x € {0,1}" PSM communication is small.
0, if x=y [IK'02,AIK’04]
(U vy) = #0, o.w.

¢ = 20(Vnlogn) [BBR'94,Gro’00]
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» If mg(x,s,r) computable by
small arithmetic formula,
PSM communication is small.
[IK'02,AIK’04]

> Is x — uy simple?
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New Construction of Matching Vectors
» mapping x — uy, computable by small formula
> VX, Uy =U1, O...0U,

n pairs of vectors (u1,u11),...,(Uno,Un1)

» j-th bit of mg =r+s-u, computable by
size-O(n) arithmetic formula r[i]+s-ug[i]- ... upx,[i]

» ¢ — 20(./2lgn) HO(y/Alogn)



2-party CDS = Multi-party CDS

New Construction of Matching Vectors x — (uy,vy)



2-party CDS = Multi-party CDS

New Construction of Matching Vectors x — (uy,vy)

» Each x € {0,1}" is mapped to z, € {0,1}"

n ’
s.t. z, has log 1's




2-party CDS = Multi-party CDS

New Construction of Matching Vectors x — (uy,vy)

» Each x € {0,1}" is mapped to z, € {0,1}"
s.t. z, has |ogn 1's

» There exists polynomials {px}x for each x s.t.
degree-O(y/n/logn) over Zg

0, ifx=y
#0, o.w.

py(zx) =



2-party CDS = Multi-party CDS

New Construction of Matching Vectors x — (uy,vy)

» Each x € {0,1}" is mapped to z, € {0,1}"

n ’
s.t. z, has log 1's

» There exists polynomials {px}x for each x s.t.
degree-O(/n/log n) over Zg

_J0, ifx=y

B #0, o.w.

> Let v, be the coefficients of p,
and u, be all degree-O(+/n/log n) monomials of z,

Py (zx)



2-party CDS = Multi-party CDS

New Construction of Matching Vectors x — (uy,vy)

» Each x € {0,1}" is mapped to z, € {0,1}"

n ’
s.t. z, has log 1's

» There exists polynomials {px}x for each x s.t.
degree-O(/n/log n) over Zg

_J0, ifx=y

B #0, o.w.

> Let v, be the coefficients of p,
and u, be all degree-O(+/n/log n) monomials of z,

> (ux,vy) = py(2x)
length = # monomials = (n?)9(vn/logn) — p0(/nlogn)

Py (zx)



2-party CDS = Multi-party CDS

New Construction of Matching Vectors x — (uy,vy)

» Each x € {0,1}" is mapped to z, € {0,1}"

n ’
s.t. z, has log 1's

» There exists polynomials {px}x for each x s.t.

degree-O(y/n/logn) over Zg

(2,) 0, ifx=y

Z =

Pyi2x #0, o.w.

> Let v, be the coefficients of p, simple

and uy be all degree-O(4/n/logn) monomials of z, Zy > Uy

> (ux,vy) = py(2x)
length = # monomials = (n?)9(vn/logn) — p0(/nlogn)



2-party CDS = Multi-party CDS

New Construction of Matching Vectors x — (uy,vy)

» Each x € {0,1}" is mapped to z, € {0,1}”2 simplify

n ’
s.t. z, has log 1's X Zy

» There exists polynomials {px}x for each x s.t.

degree-O(y/n/logn) over Zg

0, ifx=y
Z =
py(zx) £0, ow.
> Let v, be the coefficients of p, simple

and uy be all degree-O(4/n/logn) monomials of z, Zy > Uy

> (ux,vy) = py(2x)
length = # monomials = (n?)9(vn/logn) — p0(/nlogn)



2-party CDS = Multi-party CDS

New Construction of Matching Vectors x — (uy,vy)
» Each x € {0,1}" is mapped to z, € {0,1}" simplify
s.t. z, hasnl's X > Zy

» There exists polynomials {px}x for each x s.t.

degree-O(y/n/logn) over Zg

(2,) 0, ifx=y

4 =

Pyi2x #0, o.w.

> Let v, be the coefficients of p, simple

and uy be all degree-O(4/n/logn) monomials of z, Zy > Uy

> (ux,vy) = py(zx)
length = # monomials = (n?)9(v/logn) — p0(Vnlogn)



2-party CDS = Multi-party CDS
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» Each x € {0,1}" is mapped to z, € {0,1}" simplify
s.t. zx has n 1's; map 0 — 01, 1— 10 X > Zy

» There exists polynomials {px}x for each x s.t.
degree-O(y/n) over Zg

0, ifx=y
py(zx) = {

#0, o.w.
> Let v, be the coefficients of p, simple
and uy be all degree-O(/n) monomials of z, 2, Uy

> <uX7V}’> = Py(zx)
length = # monomials = (2n)9(V7) = 20(v/nlogn)
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20(Vnlogn) 55 |ong as the total input length is n bits.
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Our Results

] ]
2-party CDS Multi-party CDS
0(2"/?) [GKw'15] O(2"/2) [This,BP'18]
linear reconstruction linear reconstruction, optimal
0(2"3) [Lvw'17] 0(2"/3)
quadratic reconstruction quadratic reconstruction, optimal
20(Vnlogn) 1117 20(Vnlogn) [Thig]

general reconstruction general reconstruction
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Subsequent Works on Secret Sharing

. ny. O(log n)
# monotone function < 2("/2) (1+=5)

Secret sharing for even more access functions [This,BKN'18,LV'18]

. . ( @ )_|_2Q n .
There is a collection of 2\n/2 access functions, s.t.

VF in the family has a secret sharing scheme with share size 20(vn),

Secret sharing for all access functions [Lv'18 @STOC]
VF has a secret sharing scheme with share size 209947

Q>
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» What's next?
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